Priloha €. 2 Smlouvy o dilo ¢. ___/5000/2026
PODROBNA SPECIFIKACE

Pfedmétem zakdazky je dodani a zprovoznéni softwarového a hardwarového vybaveni v€etné praci.

Obecné pozadavky na CLOUD MANAGEMENT (spole¢né pro polozku 1 a 2)

Jednotna sprava celé vypocetni infrastruktury z jednoho rozhrani, bez ohledu na to, zda servery bézi v
datacentru, v ko-lokaci nebo v cloudu

Moznost vytvareni externich uzivatelll s RBAC pFistupem a definici roli.

Moznost dvou-faktorového ovéfovani uzivatela (MFA).

Moznost upravovat pfistup uzivateld k vybranym spravovanym systémam.
informace o umisténi servert

informace o incidentech, udalostech a prob&hlych ukonech a konfiguraci serveru
informace o vykonu, spotfebé a karbonové stopy kazdého serveru i kumulované
moznost vyvazeni skupin server(

moznost konfigurovat nastaveni nejenom pro servery ale i cele skupiny

moznost vytvareni firmwarovych pfedpisu pro servery i skupiny

automatické vytvareni servisnich hlaseni u vyrobce pro kritické HW udalosti
oznameni kritickych hardwarovych udalosti prostfednictvim e-mailovych oznameni
moznost instalace obrazu opera¢niho systému

moznost ovladat management prfes dokumentovani REST-API

Dal$i podminky (spoleéné pro polozku 1 a 2)

Hardware musi byt dodan zcela novy, pIné funkéni a kompletni (v&etné pFislusenstvi)

Dodavka musi obsahovat veskeré potfebné licence pro splnéni pozadovanych vlastnosti a parametru.

Je pozadovana zaruka na hardware v délce 60 mésicli. Tato zaruka musi byt garantovana pfimo vyrobcem
zafizeni.

Jsou pozadovany software aktualizace (nové verze programového vybaveni) v minimalni délce 60 mésicu.
Uchaze€ je povinen s dodavkou dolozit oficialni potvrzeni lokalniho zastoupeni vyrobce o vSech dodavanych
zafizenich (seznam sériovych &isel dodavanych zafizeni) pro Eesky trh.

Polozka 1 — Produkéni server (1 ks)

Technicky parametr/Funkce a jeho pozadovana minimaini hodnota:

1 rackovy server 2U, provedeni do 19" skiiné
Osazeny 1x CPU, smin. 16 jader s moznosti rozSifeni o druhé CPU, minimalni vykon serveru dle
https://spec.org (min pro obé osazena CPU)

o SPEC CPU® 2017 Integer Rates = 396 Result

o SPEC CPU® 2017 Floating Point Rates = 551 Result

o spotfeba max. 275 W (na jeden CPU)
V pfipadé, ze bude nabidnuta konfigurace s vice nez 16 jadry na jeden socket, musi byt soucasti dodavky
odpovidajici pocet licenci VMware a Windows Server (edice Datacenter), které pokryvaji pocet jader
presahujicich 16 jader na jeden socket,. Toto omezeni vychazi z licenénich podminek vyrobcu produktl
VMware a Windows Server, na které zadavatel vlastni licence, jez budou pro tyto servery pouzity.
Min 512 GB DDR5 Registered DIMM (RDIMM), min 32 slotd, Advanced ECC.
Pozadujeme osadit vSechny pamétové kanaly CPU pro max. vykon
MozZnost osazeni 6 PCI-E 5.0 x16 sloty
Konektivita do LAN — min. 1x 2-porty 10/25Gb SFP+
Ulozisté pro Hypervisor/OS — 2x Hot Plug NVMe SSD M.2 v HW RAID1 min. 480 GB
PCle fadi¢ RAID se 8 GB write flash paméti pro ukladani zapisli do mezi paméti, podporujici RAID 0, 1, 5, 6,
10, 50, 60 s ochranou paméti pfed ztratou dat pfi vypadku napajeni.
Radi¢ musi podporovat kombinace diskii SAS, SATA a NVMe na stejném fadici. Radié musi podporovat 6G
SATA, 12G SAS, 16G NVMe.
4x min. 3.8 TB SSD NVMe Read Intensive pfipojené k HW RAID fadi¢i v konfiguraci RAID6 — Hot Plug
PoZadované 5x USB 3.2 Gen1. 1 vepfedu, 2 vzadu, 2 interné.
Moznost osadit min. 38 pozic pro 2,5 hot-swap SAS/SATA/NVMe disky
2x platinum redundantni zdroj min. 2100 W s efektivitou min. 94%
Kompatibilita s VMware vSphere 8 a s aktualni vy$si verzi VMware minimalné po dobu servisni podpory a
MS Windows Server 2025
Musi umozriovat optimalizaci vykonu serveru v zavislosti na zvoleném druhu zatéze
SW nezavisla vzdalena sprava umoziujici vzdalené zapnuti a vypnuti serveru, virtualni KVM a virtualni media
s Sifrovanym pfenosem dat.
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Pfehled stavu zabezpeceni systému a dulezitych bezpecénostnich funkci

MozZnost uzamknuti konfigurace serveru

Podpora UEFI Secure Boot

TPM ¢&ip min 2.0

Moznost odrolovani na pfedchozi firmware / obnova pfi jeho kompromitaci za béhu serveru

MozZnost detekce otevieni chassis serveru

Zadavatel pozaduje z davodu vzajemné kompatibility dodavku vSech server(i od jednoho vyrobce a vSechny
CPU stejné generace.

Zadavatel pozaduje vestavénou funkci kompletniho vymazani kazdého byte dat na serveru pfi jeho vyfazeni,
tak aby mohou mit jistotu, Ze nezistane Zadna stopa po datech nebo vlastnickych informacich.

VSechna zafizeni musi byt dodany vcetné prislusenstvi pro montaz do 19“ sk¥iné, rail kit, a véetné napajecich
kabell

Zaruka min. 5 let 24x7 s garantovanym ukon&enim opravy do 8h po nahladeni zavady

Cloud management pro vzdalenou spravu vice lokalit

Polozka 2 — Backup server (1 ks)

Technicky parametr/Funkce a jeho poZzadovana minimalni hodnota:

1 rackovy server 2U, provedeni do 19" skfiné
Osazeny 1x CPU, s min. 8 jader s moznosti rozSifeni o druhé CPU, minimalni vykon serveru dle https://spec.org
(min pro obé osazena CPU)

o SPEC CPU® 2017 Integer Rates = 178 Result

o SPEC CPU® 2017 Floating Point Rates = 261 Result

o spotfeba max. 130 W (na jeden CPU)
V pfipadé, ze bude nabidnuta konfigurace s vice nez 16 jadry na jeden socket, musi byt soucasti dodavky
odpovidajici pocet licenci VMware a Windows Server (edice Datacenter), které pokryvaji pocet jader
presahujicich 16 jader na jeden socket,. Toto omezeni vychazi z licenénich podminek vyrobcl produktd
VMware a Windows Server, na které zadavatel vlastni licence, jez budou pro tyto servery pouZity.
Min 64 GB DDR5 Registered DIMM (RDIMM), min 32 slot(i, Advanced ECC.
MozZnost osazeni 6 PCI-E 5.0 x16 sloty
Konektivita do LAN

o 1x 4-porty RJ45 1G

o 1x 2-porty 10/25Gb SFP+
PCle fadi¢ RAID se 8 GB write flash paméti pro ukladani zapist do mezi paméti, podporujici RAID 0, 1, 5, 6,
10, 50, 60 s ochranou paméti pfed ztratou dat pfi vypadku napajeni.
Radi¢ musi podporovat kombinace diskti SAS, SATA a NVMe na stejném fadi¢i. Radi¢ musi podporovat 6G
SATA, 12G SAS, 16G NVMe.
2x min. 480 GB SSD Read Intensive pfipojené k HW RAID fadi¢i v konfiguraci RAID1- Hot Plug
4x min. 3.8 TB SSD NVMe Read Intensive pfipojené k HW RAID fadi¢i v konfiguraci RAID6 — Hot Plug
Pozadované 5x USB 3.2 Gen1. 1 vepiedu, 2 vzadu, 2 interné.
MozZnost osadit min. 38 pozic pro 2,5 hot-swap SAS/SATA/NVMe disky
2x platinum redundantni zdroj min 900 W s efektivitou min. 94%
Kompatibilita s VMware vSphere 8 a s aktualni vy$si verzi VMware minimalné po dobu servisni podpory a MS
Windows Server 2025
Musi umozriovat optimalizaci vykonu serveru v zavislosti na zvoleném druhu zatéze
SW nezavisla vzdalena sprava umoziujici vzdalené zapnuti a vypnuti serveru, virtualni KVM a virtualni media
s Sifrovanym pfenosem dat.
Pfehled stavu zabezpeceni systému a dulezitych bezpeénostnich funkci
MozZnost uzamknuti konfigurace serveru
Podpora UEFI Secure Boot
TPM ¢&ip min 2.0
Moznost odrolovani na pfedchozi firmware / obnova pfi jeho kompromitaci za béhu serveru
MozZnost detekce otevieni chassis serveru
Zadavatel pozaduje z davodu vzajemné kompatibility dodavku vSech server(i od jednoho vyrobce a vSechny
CPU stejné generace.
Zadavatel pozaduje vestavénou funkci kompletniho vymazani kazdého byte dat na serveru pfi jeho vyfazeni,
tak aby mohou mit jistotu, Ze nezistane Zadna stopa po datech nebo vlastnickych informacich.
VSechna zafizeni musi byt dodany vcetné pfislusenstvi pro montaz do 19“ sk¥iné, rail kit, a véetné napajecich
kabell
Zaruka vyrobce 3 roky s reakci dal$i pracovni den
Cloud management pro vzdalenou spravu vice lokalit z jednoho mista

Polozka 3 - Microsoft licence

S ohledem na kompatibilitu IT prostfedi zadavatel pozaduje dodat Microsoft licenv tomto rozsahu

Min. 5x licence Microsoft Windows Server Standard 2025 16 Core
Min. 19 uzivatelskych pfistupovych licenci Windows server 2025
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Min 5 uzivatelskych licenci pro terminalovy pfistup uzivatelll (Remote desktop Services)

Polozka 4 — Zalohovaci NAS (1 ks)

Technicky parametr/Funkce a jeho pozadovana minimaini hodnota:

Provedeni typu Rack
Velikost max. 2U
Provedeni pro interni
o min. 8x SATA 3,5 HDD/ 2.5 SSD
o min. 2x slot M.2 2280 (PCle Gen3 x1)
Soucasti dodavky je rack mount kit s lyZinami
Procesor: min. hodnota benchmark procesoru - 4 500 bod{ dle www.cpubenchmark.net
Podpora virtualizace min. Microsoft Hyper-V
Podpora objektového zalohovani véetné kompatibility se zalohovacim SW — polozka ¢.5
Podpora Sifrovani
Hardwarovy Sifrovaci modul AES-NI
Systémova pamét’
o obsazeno min. 4 GB DDR4 (1 x 4 GB)
o min. 2 pamétové sloty, min. 1 volny pamétovy slot zistane volny
o max. rozSifitelnost min. 64 GB (2x 32 GB)
Osazeny ulozny prostor
o 4 ks HDD 3,5 SATA min. 12 TB/7 200 ot.
= disky ur€ené pro nepfetrzity provoz
o 2ksSSD M.2 NVMe 1TB
= Rychlost sekvenéniho &teni: min. 3400 MB/s
= Rychlost sekvencniho zapisu: min. 2900 MB/s
= Zivotnost (TBW): 2000TB
Konektivita
o min.2x 2,5Gb/1Gb /100 Mb
o min. 2x 10Gb Ethernet
o min. 4x USB 3.2, rychlost min. 10 Gb/s
Zaruka
o zarizeni: min. 3 roky, standardni zaruka dle zavaznych jednotnych obchodnich podminek
o HDD: min. 5 let, standardni zaruka dle zavaznych jednotnych obchodnich podminek
o SSD: min. 5 let, standardni zaruka dle zavaznych jednotnych obchodnich podminek

Polozka 5 — Zalohovaci SW (1ks)

Technicky parametr/Funkce a jeho pozadovana minimaini hodnota:

Zalohovaci feSeni musi podporovat Windows Server Hyper-V 2025 v&etné Server Core, Azure Stack HCI i
Microsoft Hyper-V Server

Reseni musi podporovat hostitele spravované pomoci Microsoft System Center Virtual Machine Manager 2025,
klastrové i samostatné hostitele Hyper-V

Reseni musi podporovat zalohovani véech operadnich systém, které jsou podporovany pro provoz na téchto
hypervizorech

Reseni musi podporovat zalohovani celych zafizeni NAS, jednotlivych sdilenych slozek SMB a NFS a
souborovych server(l Windows a Linux.

Reseni musi podporovat zalohovani S3 kompatibilnich objektovych uloziét, a to jak cloudovych, tak lokalnich.

Software bude pofizen formou ¢asové omezené subskripce na 5 let

Licence pro min. 15 virtualnich stroju

Reseni nesmi byt zavislé na jednom poskytovateli HW, virtualizaéni, nebo cloudové platformy, a to jak pro
vypocetni ¢ast, tak pro ¢ast ukladani dat.

Licence musi byt pfenositelna mezi riznymi fyzickymi, virtualnimi a cloudovymi chranénymi objekty

VSechny soucasti feSeni musi plné podporovat komunikaci po IPv6

Reseni musi mit mechanismy k Uspofe objemu GloZného prostoru pro ukladani zaloh. Jejich vyuZiti musi byt
volitelné a nesmi omezit Zadné funkcionality zalohovéani a obnovy dat.

Reseni musi poskytovat jednotnou konzoli pro prehled o zalohach fyzickych, virtualnich, cloudovych i NAS
prostredi

Re$eni musi umoznit vytvofeni jednoho logického UloZisté pro ukladani zaloh z neomezeného poétu
rznorodych diskovych ulozist

Res$eni musi umozfiovat ukladani zaloh do rdznych diskovych ulozist, souborovych systémd, objektovych
ulozist, nebo deduplikacnich diskovych zafizeni.

Reseni musi umoziovat rozsifeni logického UloZisté o vrstvy pro automatické vytvareni sekundarni a archivni
kopie zaloh, zajistujici soulad s pravidlem 3-2-1 ukladani zaloh.
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Reseni musi umozfiovat "single pass backup® s moznosti vylougit zpracovani jednotlivych soubor(i a slozek.
»~Jednopriichodova zaloha“ je vyzadovana pro vSechny druhy obnoveni véetné granularnich obnov na drovni
aplikacnich polozek

Reseni musi umozhovat pfipojovani a spousténi jakéhokoli skriptu pro zalohovani pred nebo po spusténim
zalohovaci ulohy, nebo pfed a po snapshotu VM

Reseni musi podporovat technologie klonovani datovych blokid u souborovych systémt pro Windows i Linux
pro zajisténi dalSich uspor konzumované kapacity

Reseni musi disponovat technologii pro snadnou migraci a kopirovani zaloh mezi jednotlivymi Gloznymi
zarizenimi, pfi zachovani datovych uspor

Re$eni musi umozfovat kopirovat body obnoveni a replikovat virtualni po&itade do vzdaleného umisténi
pomoci technologie zaloZené na vestavéné WAN akceleraci

Reseni musi byt schopen integrace s jinymi systémy pomoci zabudovaného rozhrani REST API

Re$eni musi umozfiovat samostatné $kalovat vykonové i geograficky vypo&etni, Glozné i administrativni
komponenty

Pozadavky na RPO

Reseni musi umoziovat vytvareni zaloh integraci se snimky UloZi$t&. Dale musi umoznit obnovu jednotlivych
VM, souboru a polozek aplikace z téchto snimk.

Reseni musi podporovat NDMP protokol pro zalohovani NAS zafizeni

Reseni musi mit replikaci produkénich VM pFimo z infrastruktury Hyper-V. Re$eni musi navic umoznit jako zdroj
replikacnich uloh vyuZzit soubory zaloh

Reseni musi umozfovat ,seeding” replik ze stavajiciho virtualniho pogitate

Reseni musi umozZiiovat paralelni zpracovani virtualnich diskd a jejich disku, véetné paralelni obnovy virtualnich
diskd v Uplném rezimu obnovy VM

Pozadavky na RTO

Reseni musi umozfiovat okamzZitou obnovu vice virtuélnich strojt souasné, pfimo ze zaloZnich soubor(i z
libovolného bodu obnoveni (vestavény NFS server). Tato funkce musi byt podporovana pro prostfedi Hyper-V
a musi fungovat bez ohledu na hardware pouzivany k ukladani zaloznich soubori VM

Uvedena funkce musi umoznovat spusténi zalohy vytvofené z riznych platforem (riznych virtualnich, fyzickych
a vefejnych cloudovych virtualnich strojl)

Re$eni musi umozfovat online migraci virtualnich pogitadd, spusténych z Glozisté zaloh, do produkéniho
ulozisté pomoci funkci hypervizoru. ReSeni musi také poskytovat svou vlastni funkci, ktera takové schopnosti
poskytne.

Reseni musi umozfiovat Gplné obnoveni VM, obnovu soubor(i VM nebo disk VM

Reseni musi umozfiovat Gplné obnoveni VM piimo do Microsoft Azure

Res$eni musi umozfovat pfimou obnovu ze zéloh uloZenych v S3-kompatibilnim objektovém ulozisti, bez
nutnosti mezikroku, a to jak pro obnovu jednotlivych VM, souboru, aplikaénich polozek, nebo okamzitého
spusténi GuestOS, databazi, ¢i NAS z ulozisté zaloh.

Re$eni musi umozfovat vytvaret aplikaéné konzistentni snimky VM na drovni diskovych poli s moznosti
granularni obnovy pfimo z téchto snimkd na urovni celych VM, jednotlivych souborll, nebo polozek aplikaci, Ci
okamzitého spusténi VM ze zvoleného snimku.

Reseni musi umoznovat okamzitou dostupnost NAS ze zvoleného bodu v ase pro &teni i zapis pfimo z ulozisté
zaloh se soubé&znou obnovou do puvodni, nebo nové lokality.

Reseni musi umozfiovat obnovu soubor(l na stroj operatora nebo ptimo do produkéni VM bez potfeby agenta
nainstalovaného uvnitf VM. BEéhem obnovy bez agentl nesmi existovat zadné omezeni na velikost souboru ani
omezeni poctu souboru

Reseni musi podporovat obnovu soubor( z Linux LVM a Windows Storage Spaces

Res$eni musi umozfovat rychlou a podrobnou obnovu aplikaénich objektli bez pouziti jakéhokoli agenta
nainstalovaného uvnitf virtualnich pocitaci

Reseni musi podporovat granularni obnoveni libovolného objektu a vech atributtl tohoto objektu véetné hesla,
GPO, AD configuration partition, AD integrovanych zaznamd DNS, Microsoft System Objects, informaci o
certifikatu CA a AD Sites subnet

Reseni musi podporovat Microsoft Exchange 2013 a novéjsi, granularni obnoveni jakéhokoli objektu véetné
objektl ve slozce ,Permanently deleted objects”

Reseni musi podporovat granularni obnoveni Microsoft SQL 2008 a novéjsich, véetné databazi s moznosti
obnoveni v ¢ase (PiT), obnovy na urovni tabulky, schéma

Reseni musi podporovat podrobné obnoveni Microsoft Sharepoint Server 2013 a nové&j$ich. MoZnost obnovit
polozky, weby, opravnéni

Re$eni musi umoziiovat publikovani MS SQL piimo ze zaloZniho souboru na spustény databazovy server
Re$eni musi umozfiovat okamzZitou obnovu databazi MS SQL v reZimu Instant Recovery do libovolného
umisténi.

Predchazeni rizik

Pristup do fidici konzole musi byt chranény vicefaktorovou autentizaci bez nutnosti pfistupu k internetu.
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Reseni musi umoziiovat vytvareni zaloh odolnych vaéi nahodnému, & tmyslnému smazani, nebo ransomware
utokim na komoditnim serverovém HW, nebo jakémkoliv S3-kompatibilnim objektovém ulozisti
Reseni musi podporovat gMSA Géty pro zajisténi aplikaéné-konzistentnich zaloh v GuestOS bez nutnosti
ukladani pfistupovych opravnéni na Urovni administratora pro dany GuestOS.
Reseni musi disponovat technologii pro detekci malware, a to jak v priib&hu vytvareni novych zaloh, tak formou
ad hoc operace, nebo planované ulohy nad jiz existujicimi zalohami.
Reseni musi podporovat princip 4 o&i, tedy uskute¢néni nékterych Gkont pouze na zakladé schvaleni dalsi
opravnénou osobou, minimalné pro:

o smazani souborl zaloh, nebo storage snapshotl z jejich ulozisté, Ci jejich zapisu v konfiguracni

databaze

o odstranéni uloZisté zaloh

o povolovani, ¢i zakazovani MFA pro uzivatele a skupiny
Reseni musi podporovat zasilani udalosti na externi Syslog server
Reseni musi podporovat externi centralni spravu $ifrovacich kli¢t s podporou KMIP protokolu
Reseni nesmi pouzit centralni databazi pro ukladani jakychkoli metadat deduplikace. Ztrata databaze nemuaze
zpusobit, ze zalozni soubory budou nestabilni. Metadata deduplikace musi byt ulozena v zaloznich souborech
Re$eni musi umozfovat pravidelné automatické testovani obnovitelnosti zaloh, véetné funkénosti jednotlivych
sluzeb a kontrolou obsahu na kybernetické hrozby pomoci feSeni tfetich stran.
Reseni musi umoznit pfitadit jednotlivym komponentam zalohovaci infrastruktury geografické identifikatory
Reseni musi disponovat mechanismem fizeni Zivotniho cyklu $ifrovacich klica
Res$eni musi disponovat nastrojem pro analyzu konfigurace z pohledu bezpeénostnich "Best Practices"
doporuceni.
Reseni musi umozfiovat v prib&hu obnovy dat ovéfovat obsah obnovovanych dat na kybernetické hrozby
pomoci produktl tretich stran
Reseni musi disponovat API pro zpFistupnéni obsahu zaloh aplikacim tietich stran
Reseni musi umozfovat vytvaret a spoustét izolované "Sandbox" prostiedi pro provoz skupin VM ze zaloh,
replik i snimku diskovych poli
Reseni musi nabizet $ifrovani celého sitového provozu mezi véemi komponentami a také Sifrovani soubort
zaloh "na cili" na diskovém, cloudovém nebo paskovém uloZzisti.
Reseni musi nabizet zpUsoby, jak omezit stres na UloZisti zdrojovych dat bé&hem zalohovani, tak aby zéloha
kontrolovatelnym zplsobem ovlivhovala latenci produkéniho ulozisté.
Zalohovani NAS zafizeni musi podporovat pfimé ukladani zaloh do S3-kompatibilnich objektovych uloZist s
podporou ObjectLock funkce
Reseni musi podporovat vytvafeni sekundarnich kopii zaloh z S3-kompatibilnich objektovych GloZist na datové
pasky pro zajisténi "off-line", ¢i "air-gapped" sady zaloh
Soucasti zaloh musi byt vSechny informace, potfebné pro zajisténi obnovy i v pfipadé nedostupnosti pavodniho
zélohovaciho serveru, nebo databaze s katalogem zaloh.
Reseni musi nabizet automatickou detekci "orphaned snapshots" a musi provést jejich konsolidaci automaticky
bez zasahu uzivatele
Reseni musi umoZiovat automatizovanou dvoustupfiovou obnovu virtualnich stroji, coZz umoZfuje vloZeni
vlastnich skriptll za u¢elem zmény dat pfed obnovenim do produkéniho prostredi.

Monitoring

Reseni musi poskytovat dohled nad chranénou virtualizaéni platformou, poskytujici véasna varovani pied
vypadkem, nebo omezenim dostupnosti produkéniho prostfedi

Reseni musi poskytovat moZnost dohledu sluZeb a procesti provozovanych v GuestOS jednotlivych chranénych
VM

Reseni musi informovat, které VM nejsou chranéné dostateéné, nebo vibec a zaroveri kdy a jakym zplsobem
byl naposledy vytvofen bod obnovy.

Reseni musi poskytovat moZnost automatizovanych feseni chybovych stav(i

Reseni musi poskytovat funkce pro zasilani stavovych hlaseni do centralniho monitorovaciho nastroje pres
SNMP protokol

Reseni musi podporovat monitorovani virtualizovanych prostfedi Microsoft Hyper-V bez nastroju tfetich stran
Reseni musi podporovat dohled nasledujicich systému: Microsoft Server Hyper-V 2025 a pro placené i
bezplatné edice. Podporovani hostitelé mohou byt spravovani SCVMM nebo pracovat v samostatném reZzimu
Reseni musi poskytovat detailni vykonové a kapacitni charakteristiky komponent zalohovaci infrastruktury,
véetné zatéze procesorl, paméti, site a diskovych ulozist

Reseni musi podporovat personalizovanou kategorizaci objekt(l infrastruktury nezavisle na technologickém
pohledu

Reseni musi podporovat vytvareni alarm(i pro skupiny virtualnich pogitadu i pro jednotlivé stroje

Reseni musi podporovat automatizované vytvareni a zasilani report(i e-mailem

Reseni musi podporovat pfipojeni vice Hyper-V serveri pro soub&zné sledovani rGiznych virtualizovanych
prostredi

Re$eni musi obsahovat preddefinované alarmy a musi umozZfiovat vytvareni novych alarmd a Upravu
stavajicich
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Reseni musi obsahovat znalostni bazi popisujici véechny preddefinované alarmy

Reseni musi mit centralizované Fidici panely (Dashboardy), které monitoruji vSechny objekty virtualni
infrastruktury

Reseni musi podporovat monitorovani HW komponent hostitelt virtualizace (Hyper-V)

Re$eni musi umoZfiovat monitorovani zatiZzeni zalohovaciho serveru, mnoZstvi chranénych dat, stav
zalohovacich uloh, stav replikaCnich uloh a stav kontrolnich uloh obnovitelnosti VM

Re$eni musi nabidnout inteligentni diagnostiku zalohovaciho fe$eni sledovanim protokoll o znamych
problémech a nespravnych konfiguracich a nabizenim feSeni bez otevirani pozadavkl na podporu vyrobce,
nebo odesilani diagnostickych dat.

Reporting

Reseni musi poskytovat historicka data a predikce z nich vyplyvajici, nezbytné pro planovani zdrojd pro provoz
a ochranu virtualizovaného prostiedi

Musi poskytovat jednotny dashboard zobrazujici potencionalni kybernetické hrozby na drovni soubor(i zaloh,
konfigurace zalohovaciho prostfedi i konfigurace jednotlivych zalohovacich, &i replikacnich uloh

Soucasti feSeni musi byt i moznost vytvaret detailni auditové spravy o zménach v konfiguraci zalohovaciho
feSeni a o obnovach dat ze zaloh

Reseni musi podporovat reporting virtualizovanych prostfedi Microsoft Hyper-V bez nastroji tfetich stran
Reseni musi podporovat reporting nasledujicich systému: Microsoft Server Hyper-V 2025 pro placené i
bezplatné edice. Podporovani hostitelé mohou byt spravovani SCVMM nebo pracovat v samostatném reZzimu
Reseni nesmi vyzadovat instalaci Zadnych agentd na monitorovanych hostitelich Hyper-V a na virtualnich
pocitacich

Reseni musi umozZiovat export sestav do forméatd Microsoft Word, Microsoft Excel, Microsoft Visio a Adobe
PDF

Reseni musi umozfiovat planovani intervalt sbéru dat a umoznit ad-hoc operaci sbéru dat

Re$eni musi umozZfiovat naplanovat zasilani generovanych sestav e-mailem

Reseni musi mit sestavu sledovani zmén konfigurace pro virtualni prostiedi

Reseni musi umozZfiovat generovani reportd z definovaného éasového bodu

Reseni musi disponovat prehlednym kalendafem v&ech nastavenych tloh ochrany dat v dennim, tydennim i
mésicnim nahledu

Re$eni musi poskytovat mozZnost vytvafet nahledy v podob& webovych dashboardl pfizplisobitelnych
zobrazovanymi metrikami pro jednotlivé uzivatele

Reseni musi mit preddefinované reporty a musi umozfovat tpravu stavajicich reportd

Reseni musi umoznit analyzu naddimenzovanych objektd infrastruktury (napfiklad VM) a nabidnout navrh na
optimalizaci vyuziti zdroju

Reseni musi umoZfovat generovani reportil na zakladé shromazdénych dat ze zalohovaciho fe$eni stejného
dodavatele

Res$eni musi nabidnout report o chranénych poéitadich, definovanych zasadach a ulohach zalohovani,
replikacnich ulohach a vyuziti prostfedkl zalohovaciho serveru

Reseni musi mit reporty o planovani kapacity zaloZzené na scénafich ,co-kdyz*

Reseni musi obsahovat reporting o "orphaned snapshots"

Reseni musi umoZfovat vytvareni personalizovanych sestav reporti v ramci jednoho dokumentu na zakladé
podrobnych Udaju extrahovanych z pfeddefinovanych reportd

Polozka 6 — Agregacni switch (1ks)

Technicky parametr/Funkce a jeho poZzadovana minimalni hodnota:

Provedeni do racku
Pamét min. 8 GB
Flash pamét min. 32 GB
Pocet portli min. 24x SFP+, min. 4x SFP56
Celkova propustnost prepinace min. 880 Gbps
Celkovy paketovy vykon pfepinace min. 654 Mpps
Interni hot-swap AC napajeci zdroje, osazeno min. 2ks
Podpora Energy Efficient Ethernet 802.3az
Moznost stohovani, Sestaveni stohu pfes standard sitové rozhrani
Primérna latence (max)

o 1Gbps: 1.99 ps

o 10 Gbps: 1.48 ps

o 25 Gbps: 2.85 us

o 50 Gbps: 2.82 us
Podpora jumbo ramcud: min.9198 B
Podpora VLAN 802.1Q: min. 4094 VLAN IDs
Automaticka vyména informaci, detekce: LLDP-MED
Detekce jednosmérnosti optické linky: UDLD
DHCP relay: IPv4, IPv6
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NTP: IPv4, IPv6

ACL: IPv4, IPv6

BPDU guard

ROOT guard

DHCP snooping

CoPP politiky

Ovérovani 802.1X: min. 32 uzivateld na port
Radius MAC authentizace

Dynamické zafazovani do VLAN a QoS
Podpora 802.1X Guest VLAN
Dynamic IPv4 lockdown

Dynamic ARP protection

Port security

Podpora QoS: IPv4, IPv6

Pocet front 802.1p QoS: min. 8
Management formou CLI

OOBM port

Konzolovy port USB

Host port USB-A

Podpora managementu pfes IPv4 i IPv6
SSHv2

Podpora SNMPv2c, SNMPv3

Remote monitoring RMON

Omezeni pfistupu (management) ACL
Dualni flash image

Podpora TACACS+

Analyza sitového provozu sFlow
REST API

Podpora Cloud based management
Unsupported Transceiver Mode UTM
WEB Ul

Operaéni systém s pokro€ilymi funkcemi pro spravu sité
Centralni nastroj pro spravu konfiguraci a automatizaci zmén v siti umoznujici instalaci na internim serveru,

provoz 25 zafizeni

Neomezena dozZivotni zaruka, tj. zaruka min. 5 let od ukonceni prodeje daného modelu vyrobce, minimalné
v3ak 5 let od pfedani a prevzeti zboZi objednatelem. Sou&asti dodavky jsou rovnéz platné podpory po celou
dobu zaruky. Zaruka bude garantovana vyrobcem zafizeni, dohledatelna na webu vyrobce.

Soucasti je rovnéz potfebné propojovaci transceivery optické kabely pro zapojeni vSech nové dodanych
komponent a rovnéz stavajici sitové infrastruktury.

Polozka 7 — Konfiguracni prace (1ks)

Konfigurace pro polozky 1-6

Zaloha stavajici infrastruktury

o Vytvoreni zalohovaci infrastruktury pro stavajici serverovou infrastrukturu

Instalace OS (Windows Server)
o Konfigurace diskového pole

o Instalace OS, Instalace aktualizaci OS
o Instalace aktualizaci firmware a ovladacu pro komponenty serveru

o Instalace aplikaci vyrobce
o Konfigurace sitovych adaptéru
Instalace Hyper-V

o Vytvoreni ulozisté pro virtualni stroje
Instalace a konfigurace role Hyper-V
Vytvoreni virtualnich diskl pro virtualni stroje
Vytvoreni 7ks virtualnich stroju (VM)
Instalace OS do VM, Aktualizace OS ve VM
Konfigurace sitovych adaptéra ve VM

O O O O O

o 2 VM jsou pfipraveny pro ERP QI (Produkéni databazovy a aplikacni)

PFiprava virtualnich stroj(

o Vytvoreni virtualnich disk( pro virtualni stroje
o Vytvoreni virtualnich stroju (VM), Instalace OS do VM, Aktualizace OS ve VM,
o Konfigurace sitovych adaptéra ve VM

Instalace Active Directory, napojeni na Azure + migrace uzivateld

o Vytvofeni nové Active directory

o Pripojeni servertd do nové vytvorené lokalni domény (pfevod ze staré Linux distribuce),
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o Instalace role AD DS,

o Konfigurace serveru jako domain controller,
o Vytvoreni FSMO roli,

o Instalace a konfigurace EntralD Connect

Nastaveni bezpec€nosti
o Implementace bezpec&nostniho feSeni, autorizace a dvou-faktorova autentifikace
Radius server
o Instalace NPS role na server, Konfigurace pravidel pro pFistup k sitim, Pfidani klientd RADIUS, Uprava
nastaveni WiFi SSID pro ovéfovani pres RADIUS
Terminalovy server
o Konfigurace terminalovych sluzeb pro vzdaleny pfistup do infrastruktury organizace
Konfigurace Backup ulozisté
o Vybaleni HW
SloZeni a instalace diski
Instalace OS, Aktualizace systému,
Konfigurace sitovych adaptért
Konfigurace diskového pole
o Konfigurace adresarové struktury pro zaloh
Konfigurace NAS
o Slozeni a instalace disku
o Instalace OS, Aktualizace systému,
o Konfigurace sitovych adaptér(
o Konfigurace diskového pole
o Konfigurace adresarové struktury pro zaloh
Konfigurace zalohovani
o Implementace nového zalohovaciho schématu - rychla zaloha, objektova storage (Casové razitka),
testovani zaloh
Instalace zalohovaciho SW
Konfigurace zalohovaciho planu
PFipojeni uloZidté pro zalohy
Nastaveni notifikaci - Konfigurace automatickych report(i, Konfigurace automatickych kontrol zaloh
o Vyhodnoceni rizik, stanoveni Disaster Recovery planu, test kontinuinty
Konfigurace tiskového serveru
o Instalace role tiskového serveru, Instalace sitovych tiskaren, Sdileni tiskaren pro doménové uzivatele,
V pfipadé potieby distribuce tiskaren na koncové stanice ¢as navic podle po¢tu PC
Migrace souboroveého serveru
o Vytvoreni diskové a adresaroveé struktury podle starého serveru
Migrace dat na novy souborovy server
Nastaveni sdileni a opravnéni
Oprava pfipadnych GPO pro pfipojeni sdilenych disku uzivatelim
Oprava pfipadnych logon scriptt pro pfipojeni sdilenych disku uzivatelim
Oprava cest pro domovské adresare uzivatel(
o Oprava cest pro cestovni profily uzivatel(
Migrace
o Migrace a konsolidace jednotlivych VM na podporované systémy (staré archivni systémy ERP apod.
budou ponechany v ptvodnim stavu)
Konfigurace agregac¢niho switche
o aktualizace firmware
adresace a pojmenovani
konfigurace VLAN
pfipojeni do sité Skoly
konfigurace pfistupovych portd do VLAN
ovéfeni funkenosti sité
o napojeni na firewall organizace
Vypracovani dokumentace nastaveni
o Vypracovani detailni technické dokumentace implementovaného feSeni
o Vypracovani schématu sitové infrastruktury
o Zpracovani IP planu

o O O O

O 0O 0O 0O O o O O O

O O O O O
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